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What is your definition 
of Machine Learning ?



Definition: Machine Learning

Statictics?

Maths?


Computer Science?

Big Data?


Artificial Intelligence?

« Field of study that gives computers the ability to learn without being explicitly programmed » 
Arthur Samuel, 1959

Automatic discover of patterns in data by a computer

Different from rule-based methods



Brief history of Machine Learning and AI

1950: 
Turing test

1952: 1st computer 
learning program by 

Arthur Samuel

1957: Perceptron 
by Frank 

Rosenblatt

1957: Nearest 
neighbor 
algorithm

1981: Gerald Dejong 
introduces concept of 

Explanation Based 
Learning

1990: ML shifts from 
knowledge-driven to 

data driven

1997: IBM Deep 
Blue

2006: Geoffrey 
Hinton coins the 

term « deep 
learning »

2012: AlexNet won 
Imagenet with 

CNN



Timeline AI

https://neurovenge.antonomase.fr



What do we want to learn?

f( . )
cat

Object classification Human Pose estimation

Image Generation
Unsupervised Learning

Supervised Learning

Future forecasting



What do we want to learn?

Superhuman performance in video game

Reinforcement Learning

Go board game



Video Understanding
2 Fabien Baradel, Natalia Neverova, Christian Wolf, Julien Mille, Greg Mori

person 0.99
person 0.98

remote 0.88

remote 0.99

person 1.00 person 0.95

remote 0.95

car 0.97
car 0.98

Fig. 1. Reasoning on what happened in a video requires higher-level reasoning, which
our method performs on object level through an integrated mask predictor.

commonly occurring human-object interactions [6]. This returns us to a human-
centric viewpoint of activity recognition where it is not only the presence of
certain objects / scenes that dictate the activity present, but the manner, order,
and e↵ects of human interaction with these scene elements that are necessary
for understanding. In a sense, this is akin to the problems in current 3D human
activity recognition datasets [2], but requires the more challenging reasoning and
understanding of diverse environments common to internet video collections.

Humans are able to infer what happened in a scene given a few sample
images only. In particular, they can infer complex activities happening between
pairs of frames. This faculty is called reasoning and is a key component of human
intelligence. As an example we can consider the pair of images in Figure 1, which
shows a complex situation involving articulated objects (babies), the change of
possession of an object and a change in emotional expression. For humans it is
straightforward to draw a conclusion on what happened (the remote control was
taken away and created unhappiness). Humans have this extraordinary ability
of performing visual reasoning on very complicated tasks while it is currently
very hard for contemporary computer vision algorithms [9, 10].

The ability to perform visual reasoning in computer vision algorithms is still
an open problem. Attempts have been made for learning interactions between
di↵erent entities in images with promising results on Visual Question Answering
problems with solutions ranging from prior-less data normalization [11] to struc-
turing networks modeling relationships [12, 13] up to complex attention based
mechanisms [14]. However, studies have shown that many visual reasoning meth-
ods obtain their results based by exploiting dataset bias and do not perform real
reasoning [15].

We extend these e↵orts to object level reasoning in videos. Since a video is a
temporal sequence we leverage the time as an explicit causal signal to identify
causal object relations. Our approach is related to the concept of the ”arrow
of the time” [16] involving the “one-way direction” or “asymmetry” of time.
Causal event occurs before the event it a↵ects (A ! B). In Figure 1 the remote
control was taken before the unhappiness of the baby on the right side. For a

Causal Reasoning 
Spatio-Temporal Interactions



Strong AI

Specific task

Memorization


Shift between train and test

Adaptation to new task



Real World Applications

Tesla

Google

Criteo



Industry

Huge investment

R&D Centers


USA - Canada - China - Europe (France!)




Software

Python Data Science Platform

Conda - environnement



Supervised Learning

Regression



Problem Statement

D = {(xi, yi)}N
i=1

y = f(x)

x

y



Solution

x

y

fw,b(x) = wx + b y = fw,b(x)
Model Prediction

( fw,b(xi) − yi)2Loss function



Solution

fw,b(x) = wx + b y = fw,b(x)

min
w,b

1
N

N

∑
i=1

( fw,b(xi) − yi)2Objective

Model Prediction

( fw,b(xi) − yi)2Loss function



Closed-form solution

β = [b w]

min
β

| |βX − y | |2

X = [
1 x1. . . . . .
1 xN ]

β* = ̂β = (XT X)−1XTy

We set

Optimization

Optimal solution

Y = [
y1. . .
yN ]



Pros and Cons

Model checking

Invertibility


Difficult to compute in some case

We can add statistical hypothesis

Robust modelling

̂β = (XTX)−1XTy



Linear regression with Gradient Descent

Optimization problem

Minimize a loss function using a certain model


Find the parameters which are minimizing the loss function

J(w, b) =
1
N

N

∑
i=1

( fw,b(xi) − yi)2



Linear regression with GD

∂J
∂w

(w, b) =
1
N

N

∑
i=1

− 2xi(yi − (wxi + b))

∂J
∂b

(w, b) =
1
N

N

∑
i=1

− 2(yi − (wxi + b))

Cost function

Compute derivatives

And update parameters iteratively

J(w, b) =
1
N

N

∑
i=1

( fw,b(xi) − yi)2



Gradient Descent

Goal: minimization of a function

Random initialization of parameters


At time t, gradient = slope fo the function

Iterative process


Updating parameters in the positive direction with a learning rate

Repeat until convergence

θ

J(θ)

Optimal solution

Init



Gradient Descent

θ

J(θ)

Optimal solution

Init

• Init        randomly

• Choose a learning rate

• for      in range(nb_iter):


• Update parameter


̂θ
η

t

̂θ ← ̂θ − η
∂J
∂θ

( ̂θ)



Linear Regression with GD

• Init               randomly

• Choose a learning rate

• for      in               :


• Update parameters


ŵ, b̂
η

t

ŵ ← ŵ − η
∂J
∂w

(ŵ, b̂)

1…T

J(w, b) =
1
N

N

∑
i=1

( fw,b(xi) − yi)2

b̂ ← b̂ − η
∂J
∂b

(ŵ, b̂)



Linear Regression with  
Stochastic GD

• Init               randomly

• Choose a learning rate

• for      in               :


• Sample some points from the data

• Update parameters


η
t 1…T

J(w, b) =
1
N

N

∑
i=1

( fw,b(xi) − yi)2

ŵ ← ŵ − η
∂J
∂w

(ŵ, b̂)D

b̂ ← b̂ − η
∂J
∂b

(ŵ, b̂)D

ŵ, b̂

Only on a subset       of the datasetD



Exercise

Implementing Gradient Descent

LinearRegression: Closed-form vs GD vs SGD

x

y


